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Abstract The tropical intraseasonal (30–90 days) oscillation (ISO) displays distinctive behaviors in
boreal summer and winter. How well each mode is simulated in climate models has been investigated;
however, very few studies have examined whether these modes are simulated in appropriate season. Here
we developed diagnostics to assess this aspect and applied these diagnostics to numerous atmosphere‐only
and atmosphere–ocean‐coupled models. We found out that all models share serious biases and that
they sometimes incorrectly simulate the boreal summer ISO mode even in boreal winter and
underestimate the appearance frequency of the boreal summer ISO in boreal summer. Nearly all
atmosphere‐ocean‐coupled models show some improvements in the ISO seasonality representation
compared to their atmosphere‐only counterparts. It is suggested that good models for simulating the ISO
seasonality have good life cycles for each ISO mode and that an accurate reproduction of the seasonal mean
low‐level zonal wind is crucial.

Plain Language Summary The leading intraseasonal (30–90 days) oscillation (ISO) in the
tropical atmosphere has different characteristics in the boreal summer and winter. Accordingly, it has
different impacts on extreme weather such as heavy precipitation and tropical cyclone activity. Many studies
have examined how well the boreal summer and winter modes are simulated in climate models; however,
very few studies have examined whether climate models can simulate the boreal summer and winter ISOs
appropriately in the boreal summer and winter, respectively. In this study, we developed a new method to
examine this aspect and applied it to numerous present‐day climate simulations using both atmosphere‐only
and atmosphere–ocean‐coupled models. We found out that all models share serious biases and that they
inadequately simulate the boreal summer mode even in boreal winter and underestimate the appearance
frequency of the boreal summer mode in boreal summer. Nearly all atmosphere–ocean‐coupled models
show some improvements in the ISO seasonality representation compared to their atmosphere‐only
counterparts. It is suggested that good models for simulating the seasonality of the ISO show good life cycles
for each ISO mode and a seasonal mean zonal wind in the lower troposphere. These results are helpful for
further improving climate models.

1. Introduction

The intraseasonal oscillation (ISO) is pronounced in the tropical atmosphere throughout the year. It is char-
acterized by an eastward moving organized cloud envelope with a period of 30–90 days and a zonal extent of
~10,000 km. Observations show that the detailed evolution of ISO convection displays a significant seasonal
cycle (e.g., Adames et al., 2016; Lau &Chan, 1985, 1986;Wang &Rui, 1990; Zhang &Dong, 2004). The ISO in
boreal winter propagates along the equator and is often referred to as the Madden–Julian Oscillation (MJO)
(Lau et al., 1988; Swinbank et al., 1988) in honor of its discoverers (Madden& Julian, 1971, 1972). Conversely,
the ISO in boreal summer propagates not only eastward but also northward/northwestward over the
northern Indian Ocean (IO) and the western North Pacific. This oscillation is sometimes called the boreal
summer ISO (BSISO; Wang & Rui, 1990; Wang & Xie, 1997). Recent observational studies based on
different approaches have confirmed this bimodal nature of the behavior of the ISO (Kikuchi et al.,
2012; Kiladis et al., 2014; Szekely et al., 2016). The MJO mode occurs almost exclusively from
December to April, whereas the BSISO mode occurs from June to October, with May and November
being the transitional months.

It is of importance to represent this bimodal nature of the ISO in global climate models (GCMs), as well as to
understand the underlying physics of how this mode selection operates, because not only is the ISO a
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predominant phenomenon in the tropics but also it exerts a significant impact on a wide range of extreme
weather events such as heat waves (Matsueda & Takaya, 2015), heavy precipitation (Jones et al., 2004;
Ren et al., 2018; Xavier et al., 2014), tropical cyclone (TC) activity (Camargo et al., 2009; Klotzbach, 2014),
and tornado outbreaks (Thompson & Roundy, 2013), with each ISO mode seeming to a play different role.
For example, the BSISO has a more profound impact on TC activity in the northern IO and the western
North Pacific (Kikuchi & Wang, 2010; Nakano et al., 2015; Nakazawa, 2006; Yoshida et al., 2014) and on
the Asian summer monsoon onset and active/break cycles (e.g., Flatau et al., 2001; Pai et al., 2011; Wu &
Wang, 2000) than does its MJO counterpart.

So far, different diagnostics have been proposed to assess various aspects of the ISO simulated in climate
models (e.g., Ahn et al., 2017; Jiang et al., 2015; Kim et al., 2009, 2014; Neena et al., 2017; Wang et al.,
2018). These diagnostics have been applied to various data sets and have succeeded in revealing common
biases across models, such as weaker ISO amplitudes, very fast eastward propagation speeds, and poor repre-
sentations of the northward propagation of the BSISO mode. The focus of these studies has been to better
understand and reduce these biases, with a particular focus on the canonical behavior of each ISO mode.
Few studies, however, have addressed how well the bimodal nature of the ISO is simulated by GCMs.

The purpose of this study is to assess in great detail the seasonality of the ISO simulated by a range of GCMs.
We propose novel diagnostics to evaluate the model performance on the basis of the bimodal ISO represen-
tation concept devised by Kikuchi et al. (2012) and apply these diagnostics to numerous atmosphere‐only
and atmosphere–ocean‐coupled climate simulations. Kikuchi et al. (2017) applied similar diagnostics to
the Atmospheric Model Intercomparison Project (AMIP)‐type simulation using a nonhydrostatic global
model and found a major bias in the representation of the ISO seasonality. Our diagnostics aim to elucidate
important aspects that have been ignored and are perhaps complementary to other diagnostics. The use of
the CoupledModel Intercomparison Project phase 5 (CMIP5; Taylor et al., 2012) data set allows us to directly
compare our results to those of previous studies (e.g., Ahn et al., 2017; Sabeerali et al., 2013), leading to a
more comprehensive understanding of the simulated ISO in GCMs. We show that every GCM examined
here has a serious problem in its representation of the ISO seasonality, which should be added to the list
of major common biases in current GCMs that need to be greatly improved.

2. Data

We analyzed the first ensemble member data of 24 Atmospheric Model Intercomparison Project (AMIP)
experiments and 18 historical experiments (hereafter referred to simply as CMIP) of CMIP5. Note that the
observed sea surface temperature is prescribed in the AMIP experiments, whereas sea surface temperature
is simulated by each climate model in the CMIP experiments. Most models have both CMIP and AMIP out-
puts; therefore, we were able to examine the impact of ocean coupling on simulating the ISO seasonality. We
added an AMIP‐type experiment using the nonhydrostatic global icosahedral model (NICAM; Tomita &
Satoh, 2004; Satoh et al., 2008, 2014) which was performed by Kodama et al. (2015) in AMIP models because
this model has unique features compared to the CMIP5 models; it has a higher horizontal resolution (14 km)
and does not employ any convective parameterizations. Previous studies have shown that NICAM has a pro-
mising performance for forecasting ISOs and the related TC genesis (Miyakawa et al., 2014; Nakano et al.,
2015, 2017). It is therefore expected that this model will also performwell for climate simulations. All models
used in this study are listed in Table S1.

The National Oceanic and Atmospheric Administration interpolated outgoing longwave radiation (OLR)
data (Liebmann & Smith, 1996) were used to extract the observed daily ISO modes (see section 3). The
Japanese 55‐year reanalysis (Kobayashi et al., 2015) was used to examine the dynamic and thermodynamic
fields. Our analysis is based on 30 years (1979–2008) of data, except in the case of the CMIP simula-
tions (1979–2005).

3. Analysis Method

To measure the state of the ISO on any given day, we follow the diagnostics developed by Kikuchi et al.
(2012) and Kikuchi et al. (2017). In this method, an extended empirical orthogonal function (EEOF;
Weare & Nasstrom, 1982) analysis with three lags of five‐day intervals is performed on 25–90‐day filtered
OLR data in boreal summer (June–August) and winter (December–February). Then, the BSISO and MJO
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principal component (PC) time series are calculated by projecting the 25–90‐day filtered OLR onto the first
two EEOFs of boreal summer and winter, respectively. The ISOmode for a given day is determined by select-
ing the larger normmode between the BSISO andMJO PCs. If both norms are smaller than 1 standard devia-
tion of the corresponding PCs during their target season, no ISO is identified for that day.

The BSISO and MJO PC time series for the models were also obtained in a similar manner by projecting the
25–90‐day filtered simulated OLR onto the observed EEOFs. As discussed by Kikuchi et al. (2017), since we
are interested in how models are able to accurately simulate the observed spatiotemporal structures of the
ISO rather than in isolating the model's preferred spatiotemporal structures of the ISO, we do not use
EEOFs derived from model simulations. Because the ISO simulated in the models is usually much weaker
in amplitude, the PCs in the models are adjusted by dividing by α,

α ¼ PCmodel
MJO

�
�

�
�þ PCmodel

BSISO

�
�

�
�

PCobs
MJO

�
�

�
�þ PCobs

BSISO

�
�

�
�
;

before determining the ISOmode for a given day. That is, α is a measure of the ISO amplitude simulated by a
model. This adjustment works well to identify nearly the same number of total ISO days per year as in the
observation (~200 days/year).

To assess various aspects of the model performance, we employed the Taylor skill score (Taylor, 2001)
throughout this study. The Taylor skill score (TSS), S, provides a single objective score of how well the
observed and simulated spatial patterns or time series match each other and is defined as

S ¼ 4 1þ Rð Þ4
σ þ 1=σð Þ2 1þ Roð Þ2 ;

where σ is the ratio of the standard deviations (model/observation), R is the correlation coefficient between
the observations and a model, and Ro = 1.

4. Simulated ISO Seasonality

Figure 1 summarizes the seasonality in the ISO within the bimodal representation concept. Each bar shows
the appearance frequency of each ISO mode in each month, and the model results are summarized in terms
of the multimodel ensemble mean (MME), with the error bars representing the maximum/minimum inter-
modal variability. As in Kikuchi et al. (2012), the observation shows that the BSISO (MJO) is dominant in
June–October (December–April) and that May and November are the transitional months. The MME repro-
duces the seasonal cycle in the ISO reasonably well, even though significant common biases are evident.
First, a fraction of the significant ISO events in the models are more similar to the BSISO mode than the
MJO mode even in the period of December–April (on average 26% in the AMIP models and 21% in the
CMIP models). Kikuchi et al. (2017) reported that this is one of the major biases seen in NICAM AMIP‐type
experiments. We found out that all of the climate models examined here have this winter BSISO bias.
Second, the appearance frequency of the BSISO in June–October is underestimated in MME (on average
by 32% in the AMIP models and by 34% in the CMIP models). However, MME better represents the appear-
ance frequency of the MJO in boreal winter with a slight underestimation but has a slight MJO bias in June–
October (on average 14% in both the AMIP and CMIP models). These results indicate that current climate
models share a major problemwhen representing the BSISO compared to the MJO. Third, all models under-
estimate the ISO amplitude. The α in the MME is 0.55 (which means that the simulated ISO amplitude is
approximately half of the observed amplitude), and all models have α values smaller than 1. Note that the
winter BSISO bias is slightly reduced and that the ISO amplitude is slightly larger in the CMIP models
(0.61) compared to the AMIP models, suggesting that including air–sea‐coupling processes improves the
simulation of the ISO seasonality, as well as the amplitude, to some extent.

How does each model represent the ISO seasonality? Shown in Figure 2 are Taylor diagrams (Taylor, 2001)
that summarize the ISO seasonality in the AMIP and CMIP models. Here we defined the frequency as the
appearance frequency of the BSISO minus that of the MJO in each month and calculated the correlation
between the observations and each model and the standard deviation of the frequency over 12 months.
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The correlation coefficients, R, are relatively high for all models (over 0.7), and the ratio of the standard
deviations (model/observation), σ, varies greatly with the model and is always smaller than the
observations. These results indicate that every model simulates the phase of the ISO seasonality relatively
well; however, their ability to simulate the MJO/BSISO contrast throughout the year is weaker and is
highly variable between each model.

The CMIP MME has a higher TSS than the AMIP MME because of its larger standard deviation ratio. It is
possible that the reduction in the winter BSISO bias (Figure 1) contributes to this. In nearly all models,
the CMIP models have a higher TSS than the AMIP models (only two out of 17 models, namely, IPSL‐
CM5B‐LR and MIROC‐ESM, degrade the score). In particular, MIROC5 shows a remarkable improvement
with a score increase of 0.57. CSIRO‐Mk3.6, GFDL‐CM3, and NorESM1‐M also show moderate improve-
ments (~0.3). Note that our assessment appears to be consistent with the conclusions of previous studies
examining different aspects of the ISO. For example, Sabeerali et al. (2013) identified, somewhat

Figure 1. Monthly appearance frequency of the BSISO and theMJO. The solid, open, and striped bars represent the obser-
vation, AMIP, and CMIP, respectively. The error bars indicating the maximum and minimum intermodal variability.

Figure 2. Taylor diagram for the monthly appearance frequency of the BSISO minus that of the MJO for the (a) AMIP and (b) CMIP models.
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subjectively, five good models for simulating the BSISO (CMCC‐CM, GFDL‐CM3, IPSL‐CM5A‐LR,
MIROC5, and MPI‐ESM‐LR). All of these models, except for IPSL‐CM5A‐LR, can be categorized as good
models in terms of the seasonality (e.g., seasonality TSS > 0.8; see Table S1). Therefore, it is suggested that
models that are able to simulate the ISO seasonality tend to be good at simulating other aspects of the ISO. In
addition, it is suggested that including atmosphere–ocean‐coupling processes improves the representation of
the ISO seasonality.

Finally, we discuss why MIROC5 CMIP exhibits a significant improvement in the representation of the ISO
seasonality, which should provide a better idea of how our diagnostic framework works to identify a model's
deficiencies. The ISO seasonal cycles in both MIROC5 AMIP and CMIP (Figure S1) display similar bias ten-
dencies as their corresponding MMEs (Figure 1), even though MIROC5 AMIP greatly exaggerates the ten-
dencies and MIROC5 CMIP diminishes such tendencies. These models show very different abilities to
simulate the intraseasonal variance of the OLR (Figure S2). Obviously, MIROC5 AMIP underestimates
the variance of OLR in the IO and the tropical western North Pacific (e.g., 15°–20°N). These biases are sig-
nificantly reduced in the CMIP model. These biases are, of course, related to the behavior of individual ISO
events. As shown by Kikuchi et al. (2012), the BSISO amplitude is usually larger than the MJO amplitude in
the boreal summer, and vice versa in the boreal winter (Figure S3), showing a clear bimodality. In the AMIP
model, by contrast, the amplitudes of the MJO and BSISO modes in boreal summer tend to be comparable

Figure 3. OLR anomaly (W/m2) for the (a–c) BSISO and (d–f) MJO life cycles in the (a and d) observations, (b and e) AMIP MMEmean, and (c and f) CMIP MME
mean. Additionally, the average number of days per year for each phase is shown.
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(i.e., failing to reproduce the correct ISO behavior), whereas the model shows a relatively reasonable ISO
behavior in boreal winter. It is evident that this boreal summer bias is significantly improved in the CMIP
model. In addition, the representation of the ISO in boreal winter is improved (Figure S3).

5. Correlations With ISO Seasonality

This section discusses how a model's bias in the representation of the ISO seasonality is related to various
aspects of the simulated ISO and backgrounds (e.g., the seasonal mean fields). It is obvious that the behavior
of the ISO is closely tied to the background on which it is embedded. Therefore, it is reasonable to anticipate
that a model's bias is related to the biases in the backgrounds. One may also be interested in the relationship
between a model's ability to simulate the ISO seasonal cycle and to simulate the life cycle of each ISO mode.
It is expected, from the results in the previous section, that these aspects are related. First, we address this
question more in detail. As in many previous studies, we constructed OLR composites composed of eight
phases (life cycles) of the BSISO and the MJO based on the PCs of each mode. Figure 3 shows the life cycles
of the MME ISO. Although the MME reasonably reproduced the spatial pattern of each phase with a weaker
amplitude (approximately one half), the life cycles simulated by each model show high diversity. For exam-
ple, MIROC5 AMIP has difficulty simulating the ISO convection in the IO in both seasons, resulting in a fail-
ure to reproduce the slantwise structure of the BSISO and the convective organization of the MJO (Figure
S4). This failure to reproduce the northwest‐southeast elongated convective pattern is a common deficiency

Figure 4. Scatter diagram of the Taylor skill score for the (a and c) BSISO and (b and d) MJO life cycle pattern composites
versus the Taylor skill score of the ISO seasonality in (a and b) AMIP and (c and d) CMIP models. The correlation and
linear regression lines are shown in each panel. The asterisks denote the statistical confidence level of the correlation
(***>99%, **>95%, and *>90%).
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in poor BSISO models (Sabeerali et al., 2013). By analogy with the above discussion, a TSS‐based assessment
was again conducted on the life cycles of the MJO and BSISO modes across all models. Figure 4 shows the
relationship between the fidelity of the ISO seasonality and that of their life cycles in terms of TSS. These
fidelities are positively correlated for both ISO modes, and the correlation coefficients are slightly higher
than the 90% significance level for the AMIP experiments. For the CMIP experiments, the correlation coeffi-
cient is larger than the 90% (95%) significance level for the BSISO (MJO). Therefore, the models that repro-
duce better life cycles for the MJO and BSISO tend to produce a better seasonal cycle for the ISO and vice
versa, particularly in CMIP models. In addition, note that models that reproduce the life cycle of the MJO
better tend to also reproduce that of the BSISO better (not shown).

What aspects of the background mean state are related to the model performance for the ISO seasonality? Of
the various aspects of the seasonal cycle, it is beyond doubt that the Asian monsoon system plays a central
role. The Asian monsoon region is characterized by a strong easterly vertical wind shear and abundant
moisture, which favor the development of the northward migration of the BSISO (e.g., Jiang et al., 2004;
Wang & Xie, 1997). However, we cannot find any significant correlation between the vertical wind shear
and ISO seasonality (not shown). Instead, it is the lower level zonal winds that appear to have a large impact.
Figure S5a shows scatter diagrams of the TSS for the seasonal mean zonal wind pattern at 850 hPa (30°S–
30°N) versus that for the ISO seasonality. Clearly, they are positively correlated. What about the relationship
withmoisture? Figure S5b shows scatter diagrams of the TSS for the seasonal mean specific humidity pattern
at 850 hPa (30°S–30°N) versus that for the ISO seasonality. They are also positively correlated. These results
indicate that an improved simulation of the lower tropospheric background circulation and humidity pat-
terns, in general, leads to a better representation of the ISO seasonality (and possibly the life cycles). Why
is an accurate representation of the mean moisture and zonal wind patterns important? There are likely sev-
eral potential reasons. From the viewpoint of the importance of moisture advection (e.g.,Gonzalez & Jiang,
2017; Jiang et al., 2018; Sobel & Maloney, 2012, 2013), the mean moisture and zonal wind fields should be
accurately represented, as well as their ISO components, to accurately simulate the moisture tendencies
associated with the ISO. Another possible reason, particularly for the BSISO representation, is that an accu-
rate representation of the mean zonal wind pattern is important because it determines the absolute vorticity
distribution and its gradient, which may be responsible for the northward propagation of the vorticities (e.g.,
DeMaria, 1985), which are a major part of the northward propagating component of the BSISO.

A further, more in‐depth, that is, process‐oriented, analysis would help in identifying what controls the ISO
seasonality and how to reduce the model biases associated with it.

6. Conclusions

Amodel's ability to simulate the ISO seasonality was examined for CMIP5 models and NICAM in the frame-
work of the bimodal ISO concept (Kikuchi et al., 2012). That is, the ISO seasonality was summarized in terms
of themonthly appearance frequency of the twomajor ISOmodes (BSISO andMJO).We found out that all of
the models examined here share serious biases in their representation of the ISO seasonality. The models
incorrectly simulate the BSISO even in boreal winter (a winter BSISO bias) and underestimate the frequency
of the BSISO in boreal summer. In addition, all models underestimate the amplitude of the ISO modes by
nearly half on average. The models with high‐performance levels for representing the ISO seasonality are
likely to reproduce the life cycle of the ISO better throughout the year. It is suggested that an accurate repre-
sentation of the background moisture and zonal wind in the lower troposphere is of particular importance.

Misrepresentation of the ISOmode on a given day of the year in climate models results in a number of poten-
tial weaknesses in model‐based studies. For example, given that the ISO, particularly the BSISO, has a pro-
found impact on the TC activity (e.g., Kikuchi & Wang, 2010; Nakano et al., 2015; Nakazawa, 2006; Yoshida
et al., 2014), a misrepresentation of the ISO mode would lead to large uncertainties in the climate models,
which would result in significant problems in future climate studies and subseasonal prediction studies,
among others. Still, how such misrepresentations of the ISO mode in GCMs affect the representation of sig-
nificant weather events (e.g., TC genesis or monsoon active/break cycles) is a completely open question and
warrants further study. The positive result implied by our analysis is that efforts to better simulate the life
cycles of the MJO and the BSISO lead to better representations of the ISO seasonality.
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